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One Analytics Platform
Two Out-of-the-Box Solutions
The Freedom to Build Anything

Out-of-the-Box Solutions Build Your Own
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Elastic Observability Elastic Security Elastic Search
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Elasticsearch™ Platform
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Ingest Secure & Scalable Visualization Workflow
Storage Automation
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Businesses need to deliver exceptional
digital experiences to achieve

Revenue growth Accelerated productivity Satisfied customers
62% Y 69%
improvement in improvement in improvement in
revenue disruption dev/IT productivity customer and employee

satisfaction
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Teams need Al-powered observability

Challenges of the old world

Evolution of . s ——
observability El — .
Monitoring

e Siloed tools
e Monolithic apps & infra
e Manual processes
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Observability

e Tool sprawl

e Cloud native app &
infra complexity

e Exponential data growth

Transformation

'J’ .

g, 3
T :
— Xy :
R £ o :
v .
. S

RN

R Kot

New world

e
T
sl <
iy X
N
Ficig )
yF ° I I I
L]
» 3 X b ARl
% -ngn % I
..‘;-‘!‘-‘r‘ W I A g
S Vey ey . {
et e te s
.. g
e =

Al-powered

observability

e Unified Visibility

e Open & extensible platform

e Interactive, actionable insights
e AlOps




Operational
Data

Business
Data
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Meet Elastic Observability

Logs
Metrics
Traces
Profiling

Custom KPlIs
SLI/SLOs

Al & Analytics

Interactive context-aware insights
Unified full stack visibility
Open & flexible

Powered by Elasticsearch

; Accelerate Problem Resolution
' _?.Get Comprehensive Insights

V'M’Drive Operational Efficiency




Unified full stack visibility: Context-aware insights
Increase productivity & improve collaboration

Log monitoring & analytics Integrated full stack views

Explain log rate spikes mewesmeven

(\ Cloud & infrastructure ——
- monitoring TR TN AU (I e [t R ) R A b
L Application Performance

L Monitoring

Digital Experience
Monitoring

Universal Profiling
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Open and flexible: Any data, any source
Integrate with the technology ecosystem you rely on

Data architecture based
on OpenTelemetry

Common data model N : Bring your own
APIl-driven,

: . \1’7 Elastic Common
350+ integrations AL Schema (ECS)

Open ML models,
plus bring your own

Future proof your investments
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Al & Analytics: Correlate any type of data

Accelerate problem resolution and improve predictability

Anomaly detection &
correlations

Log categorization

100+ out-of-the-box
customizable ML models

Generative Al powered
by ESRE

Democratize data and analytics

There's a spike in
‘ﬁ' hourly revenue

Anomaly timeline  view by

Overall
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d; High Latency Incident .

6x high
@ You 1
Nhat ul

Typically, we make about @ Eastic Al Assista
$400, but this hour we
made over $2500

job ID
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ESRE provides a bridge between
private data and generative Al

e Sensitive databases

e Multi-system / cloud information Elastic Al Assistant
e Private knowledge bases ESRE Eestoseren for Observability
e Case histories

e Runbooks Large

Language

........ Models
0,0,0,0
| 2l dad 2 5 0
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| just got pinged about
an alert - what'’s wrong?

Elastic
Observability Data
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Al Assistant
for Observability

Powered by E S R E Elasticsearch
Relevance Engine”

e Accelerate incident management and
root cause analysis

e Interactively explore problems and
execute remedies with generative Al

e Context-aware, business-specific
output you can trust

e Based on your proprietary data and
runbooks

elastic

D Cbservability

dl Observability

Overview
Alerts

Cases

Logs
Stream
Anomalies

Categories

Metrics
Inventory

Metrics Explorer

APM
Services
Traces

Dependencies

Uptime
Monitors
TLS Certificates

User Experience

Dashboard

APM Services Inventory

Services
Service groups

® = (Y Filter your data using KQL syntax
Enviroment All v Compare Day before

Showing 14 of 14 Services :g Columns T Sort
< Name
frontend-node
productCatalogService
opbeans-go
filebeat-app
metricbeat
apm-server
heartbeat

opsbeans-python

1 Search Elastic

v~ Environment

8 environments

prod

prod

prod

8 environments

testing

testing

prod

4, Elastic Assistant

Latency

2979 ms +

9,546 ms ¥~

6,533 ms ¥~

4689 ms ¥~

7,553 ms o~

7168 ms

3,828 ms X<

2,497 ms N

@ Anomaly detection

Througput

49.7 tpm

57.9 tpm

89.5 tpm

64.6 tpm v~

54.8 tpm ¥~

97.8 tpm

99.6 tpm

79.4 tpm «

Alerts and rules v # Add data

Last 15 min

Failed transactionrate
96%
76%
0%
0%
0%
0%
0%

0%
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One solution for all your Observability needs

. End-to-end hybrid and . Cloud, cloud-native

multi-cloud visibility integrations
. Operate at scale . Insights into serverless,
. Automated Kubernetes,

dependency mapping microservices

. Correlate infrastructure
and application

. Visibility into software
delivery chain

. Compare and
troubleshoot releases

. Insights into CI/CD
pipeline

. Automated anomaly
detection

. Interactive
investigations
with gen Al

. Integrated incident
management

End user experience
measurement

User journey tracking

Proactive notification
and problem resolution

. Eliminate data silos,
better team
collaboration

« Future proof with
native OTel support

. Low TCO / high ROI

elastic
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BENEFITS OF

Elastic Observability
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Accelerate problem resolution
Al-powered capabilities enable you to
correlate across all signal types and
gain actionable insights

Get comprehensive insights

Open & extensible platform ensures
ubiquitous “full stack” coverage of
complex environments

Drive operational efficiency
Unified contextual visibility improves
dev/IT productivity and collaboration,
and drives business growth
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d ~ Elastic Observability

Logs, APM, Infrastructure,
Synthetics, Profiling, RUM

——————————————————————————————————————————————————————————————
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Ingest Secure & Scalable Al / ML Visualization Workflow
Storage Automation
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Elasticsearch Platform Advantages a——

Elasticsearch™ Platform

Scalable On-prem Single
economics + cloud platform

e Performant & e Flexible deployment e Observability +
cost-efficient tiered options, 50+ global security in one
storage cloud locations platform

e Predictable e HA & data locality e Seamless
consumption billing with cross cluster cross-cluster search

replication & analytics
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Don’t take

— Just our —

word for It




Elastic recognized as a top 3 observability vendor
Positive market momentum

Gartner Critical Capabilities Gartner MQ for APM Forrester Wave:
— Top 3 in: and Observability AlOps
IT Operations, DevOps/Dev, SRE, Visionary Strong Performer
Digital Experience Monitoring as first time entrant

eaS (@



v ¥ .

= -
mo-' o
! o’ dce

Thank You




‘l Elastic Observability

Al Assistant

Powered by ESRE

e Accelerate incident
management and root
cause analysis

e Interactively explore
problems and execute
remedies with generative Al

e Open and agnostic to LLMs

e Context-aware,
business-specific output
you can trust

e Based on your proprietary
data and runbooks

& elastic

=+ Show chats

‘: High Latency Incident -
1.07,2023@11:18

‘ You wrole & message

What would you recommend to remediate that issua?

at Elastic Al Assistant responded

Analyzing the logs would allow you to better understand what's wrong. Do you
want me 1o run analysis of your logs?

& Done

..
a Elastic Al Assistant responded

The following log spike was found via Elastic AlOps:

Log Rate Spikes Total documents: 122,531

' .
* Beneion ® Deiaton

Name Field value Doc count  Impact

related.user pgtench 378,028
user.name pgbench 829,078

postgresql.log.database pgbench 71,083

Hgh occurrence of logs with the value "pgbench”. This indicates that load testing

or benchmarking is being performed on the database.
O o|asti
Ce




dl Elastic Observability

Universal
profiling

e Go green with
zero-instrumentation whole
system visibility across a wide
range of languages and
containerized environments

e Get “always on” low overhead
profiling in production

e |dentify inefficiencies and
performance regressions in
your code and infrastructure

e Eliminate compute waste and
reduce carbon footprint

& elastic

—_— [y
= Observadiny Universal Profiling Flamegraph

Universal Profiling

Flamegraph Differential flamegraph

| root: Represents 100% of CPU time,
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dl Elastic Observability
Log analytics

e Al-powered log categorization
and anomaly detection to quickly
make sense of billions of logs

e Powerful cross cluster search
with superior speed, scale
and relevance

e Efficient data tiering allowing
you to keep all the data you
need

e Context and correlation across
all signals (logs, metrics, traces
& business data)

e Full text search on indexed data
- in milliseconds, not minutes!

& elastic

Cbservability Logs Categories bd Settings Alerts andrules v  [3@ Add data

l_]'I

Categories Analyze in ML

Filter by datasets v B v Feb 3,6 2021 @ 03:00:0 » Feb3,2021@05:45:0 @ 1m C Refresh

Message count Trend Category Datasets Maximum anomaly ... |

2,607 R -1 % ‘Returning+ads+ advertService.log ®92 (y v
2,615 = \. +0% received+request+context_words advertService.log e 91 N
3 ,\ I new UNKNOWN+Stream+removed+ frontend-node.log ® 73 (3 WV

1 I new Terminating+due+to+java.lang.OutOfMemoryError+Java+heap+ advertService.log ® 72 v

6 \ 1 new *INFO#co.elastic.apm.agent.cache.WeakKeySoftValueLoadingC advertService.log @ 72 v

12 O\ new ‘UNAVAILABLE+failed+to*connectrto+all+addresses frontend-node.log ® 62 (¢ Vv

7 I new error+fetchingrads+by+category advertService.log ® 58 [ W

7 \_ T hew java.net.SocketTimeoutException*milliseconds#timeout*on# advertService.log ® 58 %
1,300 “\ 1 new Cache+miss+for=category advertService.log e 58 ¢ v
1,291 \ 1 new Adding+items#to#cache advertService.log ® 53 gy WV
1,291 7\ 1 new «Items+nowin+cache advertService.log 53 ¢y v
1 / I new shutting+down+gRPC+ads*server#since+JVM+is#*shutting+down advertService.log 41 v

1 « T new serversshut+down+ advertService.log 41 : <

3 ,/ '\_ I new Attach+sListener+INFO#co.elastic.apm.agent.util.JmxUtils+ advertService.log 33 : .4

«AttachsListener+INFO*co.elastic.apm.agent.configuration. advertService.log 33 2] v

<8> elastic



] Elastic Observability

Application
performance
monitoring

Improve code quality with
end-to-end distributed tracing

Quickly troubleshoot problems
with ML-powered health
indicators and anomaly detection

ldentify root cause of slowness
and errors with on-demand
correlations

Out-of-the box support for
OpenTelemetry and native agents

& elastic

= Observability APM Services advertService Transac tions [hipstershop.AdService/getAds b3 Settings Anomaly detection  Alerts and rules v [@ Add data
Latency distribution @ @ Click and drag to select a range
‘ a5p
1]
c
2
°
o \
w
c
g |J_L‘ IJVH_/? j\ﬂm
) L M -
i [ o= |
- _ B _ s
[ M ] | m [ =] mEal = n
Current sample
Latency

@ All transac tions @ Failed transactions

Trace sample 1 of 500 > )l Investigate v ] View full trace

ayearago 214 ms (19% of trace) 200

Timeline  Metadata Logs

Type @ advertService @ custom @ elasticsearch ® inferred
— 0 ms 20 ms 40 ms 60 ms 80 ms 100 ms 120 ms 140 ms 160 ms 180 ms 200 ms 214 ms

“% 200 [hipstershop.AdService/getAds 214 ms

v

getRandomAds 214 ms
e e

2 Elasticsearch: POST /ads/_search 103 ms

——————————
BasicFuture#get 50 ms

v g -

AdService$AdServicelmpl#getAds 212 ms
- A

BasicFuture#get 167 ms

= Elasticsearch: POST /ads/_search 109 ms



d Elastic Observability

@ elastic Q Search Elast o 2 O

bd M Explore data  Settings [ Anomaly detection  Alertsand rules v [@ Add data

Unified visibility - iwentory

a ‘ rO S S a | | QU Search for infrastructure data... (e.g. host.name:host-1) 05/05/2022 8:18:20 AM [> Auto-refresh
eeeeeeeeeeeeeeeeee v Metric  CPU usage v Group by Node Sortby Name =

environments S

e Insights into cloud native and
3-tier architectures

Kubernetes Pod details

e 350+ deep and growing
integrations On AWS’ Azure’ eeeeeeeeeeeeeeeeeeeeee
and GoogleCloud = | [SEE__———— = | e

eeeeeeeeeeeeeeeeee

e Kubernetes (native or cloud
deployed)

e |solate problems quickly across
complex architectures

aws

L
=



dl Elastic Observability

Break down silos
with unified
observability

e Single platform for all business
and operational data

e Correlate metrics, logs, and
traces — in context — for faster
investigation

e Industry’s only open common
data model

e |Improve cross-team
collaboration (ITOps, DevOps,
SRE, AppDev)

& elastic
= Observability Overview
=5 overview B v Feb3,2021 @ 03:00:00.00 > Feb 3, 2021 @ 05:45:00.00

v Logs

shippingService.log

oooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooo

¥ w l r L uuwwn"v T

v Metrics View in app

Uptime I~ Hostname

" 37.45%

View in app

Services  Throughput

= |||| e
@ elastic



dl Elastic Observability

Actionable
Insights

e Zero configuration (built-in)
machine learning

e Al-driven anomaly detection and
root cause analysis across all
observability data

e Automatic APM correlations to
find root causes

e Powerful search for "unknown
unknowns"

e Reduces MTTD and MTTR

&% elastic

. Observability Metrics Inventory

. Machine Learning

Detector

Nginx access visitor rate v & Refresh

Single time series analysis of cardinality source.address

Q Find apps, content, and more. Ex; Discover %/ e & o

Settings (@ Anomaly detection  Alerts and rules v Add data

X

Machine Learning anomaly detection

Jobs  Anomalies

Create ML Jobs

Anomaly detection is powered by machine learning. Machine learning jobs are
available for the following resource types. Enable these jobs to begin detecting
anomalies in your infrastructure metrics.

Hosts Kubernetes Pods

Detect anomalies for memory usage and Detect anomalies for memory usage and
network traffic on hosts. network traffic on Kubernetes Pods.

Enable Enable

~»
s

Forecast

show model bounds annotations

2,200
2,000
1,800
1,600
1,400
1,200
1,000

800

800

400

200

Zoom: auto 12h 1d Tw 2w IM  (aggregation interval: 15m, bucket span: |

2017-02-27 00:00

February 27th 2017, 05:30:00

anomaly score: 87
value: 86

| upper bounds: 1657

lower bounds: 1288.7

PTRA fA\ A%

B v Loaring

°© Job Management Anomaly Explorer Single Metric Viewer  Transforms  Analytics  Data Visualizer  Settings

@) demo ¢ Edit job sstection
i

=
Top Infiuzncers Anomaly timeline

1 sourceaddress verall | ] = = | gl | .-..-. 2 ‘L_.

7257053

éh 19199238172

|
.
EEEEEE
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dl Elastic Observability

Gauge digital
experience

e Track infrastructure, application
and business trends over time

e Measure customer experience and
proactively verify user journeys

e Resolve problems with tracing from
the front end to the back end

e Establish SLOs and measure SLlIs
and SLAs

ﬁ User Experience

User Experience B v f
Filters Page load duration
AT 444 ms 3.4s 102 k
User experience metrics
Core web vitals
e e Eeaaaaey
9 @ ®

e — R 8 B B |

Page load distribution

Page load duration by region (avg.



dl Elastic Observability

Simplify data
Ingest at scale

e Single agent for logs, metrics,
and traces

e Central agent management
with Fleet

e Supports thousands of agents

e One-click runtime policy
changes and upgrades

e 350+ out-of-the-box
integrations, many with
dashboards and visualizations

& elastic

Integrations

Browse integrations

Integrations

Choose an integration to start collecting and analyzing your data.

Browse integrations  Installed integrations

All categories 257 | Q) search for integrations

AWS 25
Azure 23 @ 1Password Events
Reporting
Gioud 38 Collect events from 1Password
— Events APl with Elastic Agent.
Communications 3
Config management 2

o - .
. &5  ActiveMQ Metrics
Containers 13 ng Q

Collect metrics from ActiveMQ

Custom 22 instances with Metricbeat.
Datastore 25
Elastic Stack 17
V] AlienVault OTX

File storage B} ; i

Collect threat intelligence from
Gt 2 AlienVault OTX with Elastic

Agent.
Google Cloud 3
Kubernetes 12

A.g;? Apache Tomcat

Language client 9 Collect and parse logs from

Apache Tomcat servers with
Message Queue 9

Elastic Agent.

Monitoring

AbuseCH

Collect threat intelligence from

AbuseCH API with Elastic Agent.

Aerospike Metrics

Collect metrics from Aerospike
servers with Metricbeat.

Anomali

Collect threat intelligence from
Anomali APIs with Elastic Agent.

API

Add search to your application
with App Search's robust APIs.

(]

@ View deployment details

ActiveMQ Logs

Collect and parse logs from
ActiveMQ instances with
Filebeat.

Akamai
Akamai Integration

Beta

Apache HTTP Server

Collect iogs and metrics from
Apache servers with Elastic
Agent.

APM

Collect performance metrics
from your applications with
Elastic APM.

© & @

<8> elastic



