
Unlocking the promise of 
Generative AI for businesses



Recap



Introduction



ML, Transformer, and Large Language Model basics



●

Like any new revolutionary tech, Generative AI comes with a  
new set of strengths and limitations





Searching YOUR Data



Speed and Space Optimizations: 

Block Max WAND, query short 

circuiting, match_only_text, and more! 

BM25: A sparse, unsupervised model 

for lexical search, improvement over 

TF/IDF

Inverted indices: tokens, count of 

frequency, and documents containing 

them

Freq and positions: frequency and 

token offset for scoring, phrase 

queries and more



How do we get the most 
relevant context 
to answer the user’s 
question, 
in a natural way?



Semantic Search

Representing and finding 
the meaning of information

Vector Embeddings & Vector Databases



Remember Vectors?



Meaning can be encoded as a high dimensional Vector





Data Ingestion and Embedding Generation

{
"_id":"product-1234",
"product_name":"Summer Dress",
"description":"Our best-selling…",
"Price": 118,
"color":"blue",
"fabric":"cotton",
"desc_embedding":[0.452,0.3242,…]

}

POST /_doc

POST /_doc

{
"_id":"product-1234",
"product_name":"Summer Dress",
"description":"Our best-selling…",
"Price": 118,
"color":"blue",
"fabric":"cotton",

}



Vector Query

GET product-catalog/_search

{
"knn": {
"field": "desc_embbeding",
"k": 5,
"num_candidates": 50,
"query_vector_builder": {

"text_embedding": {
"model_text”: "summer clothes”,

"model_id": <text-embedding-model>
},

"filter": {
"term": {
"department": "women"

}
}

},
"size": 10

}



RAG Applications
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The 3 ways 
LLMs get 
‘smart’



'Prompt Engineering'



Anatomy of a Prompt

You are a helpful AI assistant who answers 

questions. 

<<Additional Context>>

User: <<User Supplied Input>>

AI:  

System Prompt

Opportunity for 

additional instructions / 

Context

User Input

Context

Window

Completion



Retrieval Augmented Generation (RAG)

You are a helpful AI assistant who answers 

questions using the following supplied context. If 

you can’t answer the question using this context 

say “I don’t know”

Context: The color of the sky is purple today

User: What does the sky look like today?

AI:  

System Prompt

Supplied Context

User Input

Context

Window

Completion



RAG uses semantic search techniques 
like those in Elasticsearch to act as the 

bridge between private data and 
Generative AI
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Use Cases



Animating this would be 

awesome











Thank You


